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Introduction

Significant Event System

Process Watcher General Architecture and Implementation Details
Dzero is one of two major experiments running at the Tevatron, the proton-
antiproton Fermilab Collider, at luminosity up to 3x1032cm-2s-1 and center of mass 
energy 1.96TeV. The Dzero detector is a 5,500-ton multipurpose detector which is 
more than four stories tall and is composed of more than 1 million individual 
detector elements.

Conclusion

Design: a single PW server and many PW agents. 
Both are written in Python.
 The server runs as daemon on a dedicated node. Its functions are:

- monitor heartbeats from  agents;
- if an agent heartbeat was not received, send an alarm and 

(possibly) e-mails    
 Agents run as independent cron jobs on every monitored node:

- check metrics  on selected node processes;
- if a process check fails, send an alarm and (possible) e-mail;
- send a heartbeat to the server;
- receive a heartbeat confirmation from the server;
- if a confirmation is not received, report an alarm.

 The server and agents use one central configuration file which
contains information about nodes, processes and metrics on each 

node
 The server and agents have an automatic alarm clearance system
 Such architecture allows the dynamic addition/removal of any node

or process to/from PW monitoring by editing the central 
configuration file

The configuration file, which is structured as a Python dictionary, is common to the PW 
server and all of its agents and may be modified at any time. The PW server rereads this 
file when it periodically checks for heartbeats from the agents and the agents, which run as 
cron jobs, read the file each time that they start..

The sophisticated data acquisition, control and monitoring software ensures high
data taking efficiency and quality. At D0 there are tens of applications running 24x7
on the online Linux cluster which consists of more than 120 nodes and many of
those applications are vital for the data taking process. Therefore it is necessary to
know at any moment that all such processes are running.

21

3
The Significant Event System (SES) collects and
distributes all changes of state of the detector
and the data acquisition (DAQ)
components. These include alarms from the
slow control system, physics data monitoring
applications, and the PW server and
agents. The DAQ coordination application
(COOR) also sends the current run state to the
SES. The SES has a central server that collects
event messages from sender clients and filters
them, via a Boolean expression, for receiving
clients. Sender clients, which include the EPICS
IOCs, connect to the server via ITC, a locally
developed, inter-task communication package
based upon TCP/IP sockets. All state changes
on those clients, including alarm transitions, are
sent to the server. In this scheme PW server and
agents are SES clients and all alarms generated
by them, are sent to the SES server.
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To monitor all of the vital components of the D0 online system, a special Process
Watcher application has been developed. It constantly monitors the health of the
running processes and immediately informs shifters in the D0 control room about
any arising problems. We’d like to share our experience controlling collider
experiment for the benefit of future HEP detector operations.

The idea was to write a special tool –
Process Watcher (PW) – which monitors
a set of selected user applications and
sends alarms when it detects that an
application is not running or has
problems. One should note that such tool
has to be quite general, it knows nothing
about details of any specific application,
so when we say “monitoring”, it means
that only operating system (Linux in this
case) resources can be used to perform
this task.
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