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Introduction

« The KSTAR Control System has been developed using EPICS (Experimental Physics and Industrial Control System) as a middleware of control system
< Five different optical networks named as MERIT connected between central and local control systems according to the applications

« Using two types of database :

- EPICS Channel Archiver : continuously produced machine operational data at a low rate
- MDSplus : shot-based experimental pulse data with a large volume
< Development & Operating software : EPICS (R3.14.8.2 & R3.14.10), MDSplus (v.2.0.1 Sep.2008), Qt (R4.3.2), Linux (Kernel 2.6), Vxworks (Tornado2.2)
« Experiment data structure upgraded for more flexible management
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* Five Different Networks

Machine network : Machine control data/event, EPICS Channel
Access , General Plant Control/Monitoring ( Ethernet )
Experimental data network : Diagnostic data, MDSip protocol
(Ethernet)

Real-time network : Real-time Information, CCS/PCS/MPS, True-
put > 175MB/sec, Latency ~ 0.7usec/node (Reflective memory
(RFM) network (Optical))

Interlock network : Interlock information, Redundant optical
network, ControINET (ControlNET,(Optical/Redundant))

Timing network : GPS Time,100MHz Master Clock, Trig/Clock
Information (In-house development (Optical))

* Two Databases

EPICS ChannelArchiver : operation data management
MDSplus : experimental pulse data management
MySQL : signal information data management

* Development software

EPICS r3.14.8.2,

MDSplus v.2.0.1-.2008,

MySQL,

QtR4.2.1,

Linux Kernel 2.6.9, & 2.4.x(some of system)
Vxworks-5.5

Window.

Cygwin.
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< Data of configuration & system status : archived by EPICS

< Shot-based diagnostic data : archived by a MDSplus using

< Some diagnostic data (slow sample) service in real-time by

EPICS Channel access
< 4 MDSplus data tree were used for the 1t campaign
< Data tree modification after the 15t campaign for more

flexibility and adaptability to prepare for the increasing of

diagnostics

< 3 data servers operate in accordance with operation modes.
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* Mistakes of developer
« Poor in conceptual structure
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« Difficulties of ative control (C.

« Difficulties of flexible data management
®Advantage of the new structure

* More flexible data access control

« Increase data volume due to fluid handling

< Modification lists from the changed tree
« Reducing data size of raw data
« All data synchronization with pcs data.
« Some of data delays recovered in DDS1 DAQ

) -Continuous operation data

-Plant monitoring data .,

Data Network

“Contre
&Down SamplingData

Local Control Systems

e®Configuration/EPICS CA
« Enable/disable channels of digitizers

« Set trigger start time/period

® Example of error in data acquisition
: Time Delay in DDS1 DAQ System for Magnetic Diag.
» Cause : Internal clock malfunctioned in a digitizer

« Set sampling clock and DAQ ready
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Results and Future Work
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